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ABSTRACT 

This paper aims to develop a machine learning-based model for oil production rate 

prediction. The significance of feature dimension reduction is addressed by applying 

well-established approaches like Principal Component Analysis (PCA) and the proposed 

physics-driven feature creation technique. The physics-driven features, derived from 

experience or analytical modeling, introduce physical relevance and improve model 

quality. The study focuses on oil production prediction using a dataset that includes 

reservoir permeability, wellbore skin, reservoir pressure, net pay thickness, water cut, and 

well-liquid production rate. Several machine learning techniques, such as SVM, k-NN, 

Decision Tree, Random Forest, and linear regression, were constructed using PCA feature 

selection. The models were tuned and validated using k-fold cross-validation. The same 

models were then built using physics-driven features, and their performance metrics were 

compared. The results show significant improvement when applying the proposed 

physics-driven feature creation, compared to PCA. Over 10-fold cross-validation, PCA 

improved the R² performance metric by 10% (from 70% to 77%), while physics-driven 

features increased it by 20% (from 70% to 90% on average). The Random Forest and 

linear regression models outperformed the others, particularly when built based on 

physics-driven features. Additionally, models based on physics-driven features exhibited 

less sensitivity to data splits for learning and testing, proving more reliable with better 

performance metrics compared to those using original features. 
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INTRODUCTION  

The digital transformation has introduced numerous Artificial Intelligence (AI) 

approaches to Decline Curve Analysis (DCA) for oil production rate forecasts. DCA, a 

well-established method since 1944 [1], has proven more promising than time-consuming 

numerical or analytical approaches, even with current advancements in computational 

capacity. The primary advantage of DCA is its time efficiency, allowing for simple 

application across hundreds of wells [2]. Since the early 2000s, machine learning 

techniques have been extensively applied to oil production rate estimation [3], aiming for 

time-reliable predictions using datasets generated from analytical or numerical simulation 

models [4]. Machine learning has proven to be powerful in numerous geoscience 

applications [5,6,7], including oil production prediction [8]. Researchers have employed 

various machine learning techniques for this purpose, such as Support Vector Machine 

(SVM) [9,10] and Random Forest (RF) [11]. The latter study utilized SVM and RF to 

predict oil production rates as part of supply chain optimization. 

In machine learning approaches, feature selection typically involves choosing variables 

based on their correlation with target values, ensuring that the model is built using the 

most impactful data [10]. A well-established technique for feature selection and 

dimension reduction is Principal Component Analysis (PCA). This method is commonly 

used to replace raw data features with new, hybrid features that capture the most 

significant variations in the dataset [12]. While conventional dimension reduction 

approaches like Principal Component Analysis (PCA) often risk compromising machine 
learning model quality, this study introduces a novel technique that aims to reduce feature 

dimensions while simultaneously enhancing model performance. The key innovation lies 

in bridging the gap between dimension reduction and model quality improvement by 

formulating physical phenomena into features. This is achieved by generalizing the 

dependency relationships between measured features and target values, effectively 

incorporating domain-specific knowledge into the feature engineering process.  

In many conventional approaches, such as Principal Component Analysis (PCA), 

dimension reduction often comes at the cost of decreased machine learning model quality. 

This study aims to introduce a novel technique that achieves dimension reduction while 

simultaneously improving model quality. The key innovation lies in bridging model 

quality improvement and dimension reduction by formulating physical phenomena into 

features. This is accomplished by generalizing the dependency relationships between 

measured features and the target value. Physics-driven feature creation is applicable to 

any engineering case where a formulable phenomenon or well-established practical 

understanding exists. This approach has been used under various names, such as 

knowledge-driven features [13]. The significance of these features lies in their ability to 

transform raw data into a physical space, thereby strengthening the feature dependency 

on the target value. 

A clear example of this concept is the classification of overweight individuals using two 

measured features: height and weight. In this case, Body Mass Index (BMI) can 

effectively replace these two features, reducing dimensions while maintaining or even 

improving model quality. BMI itself serves as an indicator of weight class, and its range 

can be directly correlated to the target value. 
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This paper introduces a similar concept, applying analytical or practical correlations of 

interdependent features to create new, more meaningful features. These engineered 

features replace raw features in building more efficient machine learning models. By 

incorporating domain knowledge into feature engineering, this approach aims to enhance 

model performance while reducing dimensionality. An additional significant advantage 

of physics-driven feature creation is the reduced dependency of model quality on data 

selection. In conventional approaches like PCA, the input data is crucial; if the samples 

don't adequately cover all data ranges, the machine learning output can be highly 

erroneous. However, physics-driven feature creation mitigates this issue. In this approach, 

features are maintained within physical possibilities in the new feature domain. The 

feature transformation is consistently guided by physical phenomena, which serves as a 

safeguard, ensuring that outputs remain within the engineering domain. This inherent 

constraint helps avoid erroneous predictions in cases of out-of-range inputs.  

 

DATA SOURCE AND DATA QUALITY CONTROL 

This study was conducted on a sandstone reservoir featuring more than 10 production 

strings with multiple production layers. The raw dataset comprises permeability, skin 

factor, reservoir pressure, water cut, net pay thickness, and well rate. Permeability was 

calculated from petrophysical logs, with the arithmetic average of permeability values 

used for the full net pay interval. Net pay thickness was determined based on shale content 

cut-off. Water cut was extracted from well test reports, while the skin factor was 
calculated from well test results, including pressure build-up analysis or model 

regression. 

Post-data collection, all raw data was input into an analytical well model for quality 

control purposes. Data points that could not be matched within a 20% tolerance using the 

analytical well model were considered outliers and removed from the analysis. The ranges 

of all parameters in the dataset are visualized in Figure 1. This data exploration reveals 

that the permeability of the wells ranges from 18 to 42 mD, the water cut is between 5% 

to 30%, the skin factor is ranged from 12 to 16, the net pay thickness is less than 6 meters, 

the reservoir pressure is less than 2000 psi (divided by 100 in the plot to fit the y-scale), 

and the production rate is less than 211 stb/d (divided by 10 in the plot to fit the y-scale). 

This visualization provides a comprehensive overview of the data distribution across all 

features.  

To analyze the features correlation, Pearson's correlation coefficient is used. Pearson's 

correlation coefficient is a measure of the linear correlation between two independent 

variables within a dataset. It is calculated as a parameter between -1 and +1, where the 

absolute value represents the degree of correlation between the two variables. The sign 

of the coefficient indicates whether the correlation is direct (+) or inverse (-). 

Mathematically, Pearson's correlation coefficient is calculated by dividing the covariance 

of the two variables by their respective standard deviations [14]. This statistical measure 

provides insight into the strength and direction of the linear relationship between the 

features in the dataset. 



Romanian Journal of Petroleum & Gas Technology 

Vol. V (LXXVI) • No. 2/2024 

 

 

 

294 

 

Figure 1. Data Exploratory Analysis for dataset. Some parameters were rescaled to fit into the scale      

such as oil production rate which is divided by 10 and pressure which is divided by 100. 

 

MATERIALS AND METHODS 

The paper aims to introduce an approach for feature creation based on the physical 

correlation between the raw features and target values. To achieve this, three different 

machine learning models are constructed: 

1. The first model uses the raw features as input. 

2. The second model uses features derived by Principal Component Analysis (PCA). 

3. The third model utilizes physics-driven features. 

Finally, the performance metrics of each model are addressed and compared. Figure 2 

represents the general workflow applied for all three machine learning models. The target 

variable in this study is the current production rate, which is dependent on the most recent 

water cut, the latest effective permeability, recent skin, measured reservoir pressure and 

active net production pay interval.  

 

FEATURE ANALYSIS 

Original Features 

The statistics of the available data are presented in Table 1. This table also includes the 

Pearson correlation coefficient between each feature and the target value. As shown in 

Table 1, the reservoir pressure has the highest Pearson correlation coefficient of 0.68, 

indicating a strong positive linear relationship with the target variable. Reservoir 

permeability is the second most important feature, with a direct correlation coefficient of 

0.48. Net pay thickness has a moderate positive correlation of 0.45. 

On the other hand, water cut has a negative correlation coefficient of -0.17, suggesting an 

inverse relationship with the target. The least correlated feature is skin factor, with a 

correlation coefficient of -0.09. Despite the varying correlation strengths, it was decided 

to include all five raw features in the modeling process. Even the low correlation feature, 

skin factor, was retained for analysis, as there was no feature with no impact on the target 

variable. 
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Figure 2. Diagram of machine learning models for the three models: 1) normal feature selection,                       

2) feature transform by PCA, and 3) using derived physics-driven features. 

 

Table 1. Statistical summary and feature correlations with oil rate for a dataset comprising 86 samples 

from 10 wells. 

Feature  Mean  Mode Median  Min.  Max.  Pearson 

coefficient 

Permeability 30 18 30 18 42 0.48 

Net pay  4 3 4 2 6 0.45 

Skin  14 12 14 12 16 -0.09 

Pressure  1482 1684 1517 890 1981 0.68 

Water cut  18 13 16 6 30 0.17 

Rate  78 70 71 24 211 Target 

 

Principal Component Analysis 

Principal Component Analysis (PCA) is done on many machine learning applications to 

reduce the features and replace the original features with new features that are more 

correlated and dimensionally also reduced to make the models more efficient [12]–[18]. 

As the aim is to reduce the features count, in model construction with PCA, the three 

principal components are used in the modelling construction.  
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Principal Component Analysis (PCA) is commonly applied in various machine learning 

applications to reduce the number of features and replace the original features with new 

ones that are more correlated. This dimensionality reduction helps make models more 

efficient [15]–[21]. To achieve feature reduction, three principal components are utilized 

in the model construction with PCA. 

Physics-driven features 

Referring to the diffusivity equation which explains the fluid flow in porous media 

through the below established equation (1) [22]:  

∇2𝑃 =  
∅𝜇𝐶

𝑘

𝜕𝑃

𝜕𝑡
 

(1) 

Where P is the pressure in psi; ∅ is porosity in fraction; μ is viscosity in cP; 𝐶 is total 

system compressibility in psia-1; 𝑘 is reservoir permeability in mD; and 
𝜕𝑃

𝜕𝑡
 is pressure 

gradient across the time in Psia.s-1.  

The above equation obtained by combining material balance equation, equation of state, 

and Darcy law and it carries the assumptions of those three main equations, especially on 

the fluid compressibility which makes it limited to only liquid flow and must be modified 

for gas wells. Solving the above system equation in the pseudo steady state model will 

lead to equation (2) (Stewart, 2011):  

𝑃 − 𝑃𝑤𝑓 =
 𝑞𝑜𝐵 𝜇

0.0078  𝑘 . ℎ 
ln (

𝑟𝑒

𝑟𝑤
− 0.75 + 𝑆) 

(2) 

Where: P is the pressure in psi; μ is viscosity in centipoise (cP); 𝑟𝑒 is external reservoir 

radius in feet; 𝑟𝑤 is wellbore radius in feet; 𝑘 is reservoir permeability in milliDarcy (mD); 

S is wellbore skin, dimensionless; h is the net pay thickness in ft; B is formation volume 

coefficient, dimensionless in rbl/Stb; 𝑃𝑤𝑓 is flowing pressure in psi, and 𝑞𝑜 is oil 

production rate in Stb/day. 

The above equation serves as a physical guide for predicting oil production using the 

defined new features. Two new features, A and B, are derived to replace the original ones. 

Feature A is based on the linear relationship of the total liquid flow rate, as represented in 

equation (2). To convert this into an oil rate prediction, the water cut parameter must be 

applied. Water cut is defined as the ratio of water rate to total liquid production rate, 

expressed as a percentage. To transform the liquid production rate into an oil production 

rate, the term (100 - wc) is divided by the liquid rate. Thus, equation (2) can be rearranged 

for oil production rate: 

𝑃 − 𝑃𝑤𝑓 =
 𝑞𝑜 𝐵 𝜇

0.0078  𝑘 . ℎ  (100 − 𝑤𝑐)
ln (

𝑟𝑒

𝑟𝑤
− 0.75 + 𝑆) 

(3) 

In which the 𝑤𝑐 is water cut in percentage and 𝑞𝑜 is oil production rate.  

Now, based on equation (3), the first physical feature can be driven as:  

𝐴 =  𝑘 . ℎ . 𝑃. (100 − 𝑤𝑐) (4) 
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The new feature B, is extracted: 

𝐵 =
𝑃

𝑆
 

(5) 

Equations (4) and (5) are introduced in this study as physics-driven features derived from 

the insights gained from equation (2). Feature A is based on equation (2), which originates 

from the pseudo-steady state equation, indicating that oil flow rate is proportional to 

reservoir permeability, net pay thickness, and reservoir pressure. Feature B is defined 

based on the inverse relationship of the skin factor, as described in equation (3), and direct 

relationship of fractional flow of oil. In the machine learning model, both features A and 

B are utilized to represent the physical relationship between the measured well test 

parameters (referred to as features) and the target variable oil rate. 

Modelling Methodology 

After data processing and feature selection and creation, the next step was to develop the 

machine learning model. Five types of machine learning algorithms – Support Vector 

Machine (SVM), Linear Regression, k-Nearest Neighbors (k-NN), Decision Tree, and 

Random Forest – were selected to evaluate potential model improvements using physics-

driven features. Cross-validation with 10 folds was employed in constructing all models. 

For each subset, 85% of the data was used for training and 15% for testing. 

The k-fold in the ensembles refers to the cross-validation process itself, indicating 10 

random splits of the data. In this study, 10 folds represent 10 different iterations, during 

which the model's quality may fluctuate; the average quality across these iterations will 

be used as the performance metric. The same concept will also apply when evaluating the 

introduction of the physics-based features. Data was cleaned for outliers and subsequently 

loaded, followed by an analysis of Pearson correlation for each dataset to select features 

for modeling. The machine learning model was then established, tested, and scored using 

the 10-fold cross-validation process. The workflow of this modeling approach is 

illustrated in Figure 3. 

 

Figure 3. General workflow for machine learning application  

 

Support Vector Machine Model 

The Support Vector Machine (SVM) model demonstrates strong performance in 

identifying hyperplanes to separate and classify data. It functions as a Support Vector 

Classifier (SVC) and is enhanced by applying a feature space through various kernels 

[23]. These kernels can be linear, Gaussian Radial Basis Function (RBF), polynomial, 
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sigmoid, or other types. In this study, the SVM model utilizes two kernels: linear and 

RBF. Default values for all hyperparameters are employed across the three different 

models. 

Linear Regression Model 

A linear regression model is a classical supervised machine learning approach [14] known 

for its efficiency. The algorithm aims to fit a straight line that minimizes the error between 

the predicted target values and the measured training values. Essentially, it performs 

curve fitting. However, when dealing with multiple features, it becomes an optimization 

task to minimize the error, treating it as a cost function influenced by all given features. 

The model is particularly effective with continuous data types. 

Decision Tree and Random Forest (RF) models 

Classifiers as Decision Tree and Random Forest (RF) models have been applied in 

petroleum engineering to predict well productivity [24] and have previously been used 

for assisted history matching [25], demonstrating the efficiency of these models for 

prediction tasks. A Decision Tree utilizes a tree-like structure to make decisions aimed at 

achieving a specific goal. It accomplishes this by splitting the dataset based on features 

to meet the classification objective and minimize error. In contrast, a Random Forest 

consists of multiple decision trees, each built from the same dataset but using different 

subsets. This approach averages the votes from the individual trees and reports the most 

common outcome among the predicted values. 

Model Setup  

All machine learning models were trained using 10 data folds in the cross-validation 

process. For each dataset, this involves splitting the data into 10 distinct sets, resulting in 

the training, testing, and scoring of 10 different models. Each dataset is divided into 

training and testing subsets for the evaluation of each module. 

Model Testing and Evaluation 

Predicting the oil production rate is a regression problem. Several performance metrics 

can be employed, including Mean Absolute Error (MAE), Mean Squared Error (MSE), 

and R². In this study, R² is utilized as the primary performance measure for the model, 

defined based on the Normalized Mean Squared Error, as indicated in the equations 6 and 

7 below [26]: 

𝐹(𝑋) = 𝑁𝑀𝑆𝐸 =  
𝑀𝑆𝐸

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑦𝑘)
=  

∑ (𝑦̂𝑘 − 𝑦𝑘)𝑛
𝑖=1

2

∑ (𝑦̂𝑘 − 𝑦̅𝑘)𝑛
𝑖=1

2  
(6) 

𝑅2 = 1 − 𝑁𝑀𝑆𝐸                                                          (7) 

All models will be evaluated for each fold based on the R² value, and the final R² score 

of each model will be used for model assessment. In this study, three primary models 

were developed, with the objective of evaluating these models to analyze the impact of 

features on enhancing their performance metrics. 
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RESULTS AND DISCUSSION 

Feature Analysis Results 

Principal Component Analysis 

In this study, PCA is utilized to generate new features with higher correlations. Through 

PCA, five new features were introduced: PC1, PC2, PC3, PC4, and PC5, with a minimum 

correlation coefficient of 0.03 and a maximum correlation coefficient of 0.755, as 

depicted in Figure 4. These new features show improved correlation coefficients 

compared to the original features. While PC1, PC2, PC3, and PC4 exhibit strong 

correlations, PC5 has a very low correlation and was excluded from the modeling due to 

its minimal impact on the model relative to the original features.  

Figure 4 illustrates the correlations of the new features from the PCA analysis, 

highlighting the sensitivity or impact of each feature on the oil production rate target. 

Based on the defined color range, permeability is identified as the most impactful 

parameter, while skin is noted as the least impactful among the original features. 

 

Figure 4. Detailed Pearson Correlation for all features including original, PCA,                                     

and physics-driven features. 

 

Physics-driven Features 

The correlation coefficients between features A and B and the target value are calculated 

to be 0.96 and 0.67, respectively. Details of the correlation for all features are presented 

in Table 2. There is a clear reduction in feature count from five original features –

permeability, skin, pressure, water cut, and net pay – to two features, A and B. This 

reduction leads to an improvement of up to 96% in Pearson correlation, highlighting the 

significance of the synthetic features derived from the governing physics of the 

production phenomenon in porous media. 

Throughout this work, all machine learning models utilized 10 folds for training and 

evaluation. Each fold corresponds to a model trained using a specific split of the data for 

training and testing. In these 10 folds, all models have dedicated test data, while the 

training data overlap, as illustrated in Figure 5. For example, in fold 1, the first 15% of 

the data is used for testing, while in the second fold, the subsequent 15% is used. This 

approach demonstrates the model quality in relation to the data splits. 
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Figure 5. Schematic of machine learning model configuration with 10 folds that utilizes                                        

the 85% of data as training and 15% as testing. 

 

Support Vector Machine Model Results 

The results of the SVM model for linear and RBF kernels are presented in Figure 6. The 

Y-axis shows the rate predicted by SVM, while the X-axis represents the true measured 

data. A unit slope trend indicates the best model quality with an R2 value of 1.0, while 

deviations from this slope demonstrate discrepancies between the model's predictions and 

measured oil rates. For the linear kernel, the model's performance improves significantly 

when using physics-driven features compared to both PCA and original features. 

Interestingly, PCA did not enhance the SVM model with a linear kernel. 

 
Figure 6. SVM model quality comparison across feature types: original, PCA, and physics-driven.         

The Y-axis represents the oil rate predicted by the SVM model, while the X-axis shows the measured oil 

production rate. A unit slope (diagonal line) indicates high model quality with an R2 value of 1.0. 

Deviations from this slope represent lower R2 values and reduced model performance. 
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In contrast, the SVM model with an RBF kernel shows low quality across all three feature 

types. However, the PCA-based model demonstrates significant improvement over the 

original features, while the physics-driven features only slightly enhance model quality. 

The SVM models using original features (K, S, P, WC, and h) and PCA are sensitive to 

data split and fold. Conversely, the SVM model with synthetic physics-driven features (A 

and B) maintains consistent quality across folds when using a linear kernel. However, the 

radial basis kernel becomes highly sensitive to fold changes. 

Linear Regression Model Results 

In this study, the model performance using original features is already reasonably high, 

with an R2 value of 0.928. The PCA approach did not improve upon this R2 metric. 

However, the physics-driven features significantly enhanced the linear regression model 

performance, increasing the R2 value to 0.991. Another improvement brought about by 

the new features is the reduced sensitivity of the model to cross-validation folds. As 

illustrated in Figure 7, the model performance remains stable across different folds when 

using physics-driven features, regardless of the specific fold chosen. 

 
Figure 7. Linear Regression model for all feature types. Physics-driven features outperform other data 

folds in terms of sensitivity to fold and accuracy in model performance measures. X-axis is the real 

measured oil rate and y-axis is the predicted model results from machine learning models. 

 

K-Nearest Neighbours (kNN) Model Results 

In the kNN model setup, we consistently used 10 neighbors with Euclidean Metric across 

all three models to ensure consistency and isolate the impact of features on model 

predictivity. The kNN approach applied to the original features yielded unsatisfactory 

results. However, as illustrated in Figure 8, PCA significantly improved its performance. 

The physics-driven features demonstrated similar improvement, achieving an even higher 

R2 value and exhibiting less sensitivity to dataset folds. Notably, in the kNN model, all 

folds maintained consistent quality regardless of the feature set used. 

 
Figure 8. kNN machine learning model for all feature types. The model performance metrics of the              

3 models are 0.5, 0.87, and 0.92 for original, PCA, and Physics-driven features, respectively.  
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Decision Tree and Random Forest (RF) Models Results 

Following standard procedure, we maintained a consistent setup across all three models. 

Figure 9 illustrates the results of these models. Both the models constructed using original 

features and PCA-derived features demonstrate low quality and high sensitivity to folds. 

In contrast, the model utilizing physics-driven features shows significantly improved 

performance, achieving a high-quality prediction with an R2 value of 0.95. This physics-

driven model also exhibits greater stability across different folds. 

 

Figure 9. Decision Tree and Random Forest machine learning models for all feature types. A reliable 

model prediction could be done through new features compared to original and PCA features. 

 

Model Performance Metrics 

The main performance metrics of the models, including RMSE, MAE, and R2, are used 

to evaluate their effectiveness, as summarized in Table 2. Among all machine learning 

approaches, most have shown improvement with the introduction of physics-driven 

features. While PCA enhances the model's performance metrics, especially the R2 value, 

the implementation of physics-driven features significantly improves this performance 

metric across all models. Figure 10 presents an infographic comparing the improvement 

of PCA over original features and the improvement coefficient over PCA. As illustrated, 

PCA increases model efficiency by reducing the number of active features from five 

original features and improving the R2 value by 7% (from 70% to 77%). In contrast, the 

model based on physics-driven features improves the R2 value by 20% (from 70% to 

90%) on average.  

A closer examination of the kNN model reveals that the original model prediction is 

disappointing, with an R2 value of 50%. Applying PCA significantly enhances the kNN 

model's efficiency, achieving an R2 of 87%. However, the proposed physics-driven 

approach further improves the quality to an excellent margin. Among all machine learning 

models, linear regression demonstrates the best performance with original features. PCA 
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did not improve this already excellent model. However, the physics-driven approach 

further enhanced it to a super-accurate model, improving the R2 value from 93% to 99%. 

A similar trend is observed in SVM with a linear kernel, where PCA showed no 

improvement, but the proposed model increased performance from 87% to 98%. 

 

Table 2. Summary of machine learning model performance metrics for all feature types for cross 

validation model 

Model RMSE MAE R2 Feature Type 

Tree 20.1 15.4 74% 

Original 

SVM_RBF 31.9 22.0 35% 

SVM_Linear 14.3 9.0 87% 

Random Forest 15.5 11.5 85% 

Linear Regression 10.6 8.0 93% 

kNN 27.9 21.3 50% 

Tree 20.8 16.0 72% 

PCA 

SVM_RBF 30.2 20.3 41% 

SVM_Linear 14.4 9.0 87% 

Random Forest 16.9 12.5 82% 

Linear Regression 10.5 7.9 93% 

kNN 14.1 10.0 87% 

Tree 9.1 6.5 95% 

Physics-driven 

SVM_RBF 25.0 13.4 60% 

SVM_Linear 5.2 3.4 98% 

Random Forest 7.1 4.4 97% 

Linear Regression 3.7 2.7 99% 

kNN 11.1 7.8 92% 

 

 

Figure 10. Improvement of overall machine learning model performance metric over 10 folds of cross-

validation from original 70% to 77% and 99% for PCA and Physics-driven features, respectively.  

 

Figure 11 provides a closer view of the linear regression model, illustrating the 

improvement achieved through the proposed feature creation. It's important to note that 

for models using physics-based features, an 85-15 split (85% training, 15% test data) was 

employed to ensure model accuracy. The reported R2 values as performance metrics are 

based on the test portion of the data. Another noteworthy finding is that for all machine 

learning models, except SVM with RBF kernel, the R2 performance metric improved to 

above 92% using the proposed feature selection model. 
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Figure 11. Improvement of linear regression model using new proposed feature creation 

 

CONCLUSIONS 

This paper proposes a feature creation approach that leverages understanding gained from 

the physical relationship between the target value and measured features to develop more 

efficient models. Machine learning models built on these physics-driven features 

demonstrate reduced sensitivity to data folds or splits for learning and testing, making 

them more reliable compared to those using original features. Key conclusions from the 

study include: 

• Models constructed using physics-driven features consistently outperform others in 

rate prediction. 

• Physics-driven features effectively reduce feature dimensionality. 

• Machine learning models based on physics-driven features exhibit lower sensitivity 

to data folds. 

• This approach competes favorably with well-established methods such as PCA. 

• Regardless of the specific machine learning algorithm, physics-driven features 

improve model quality. 

• In most cases, this approach enhances model quality to achieve high efficiency (R2 

> 0.9), with the exception of SVM using RBF kernel. 

 

Recommendations for Future Works  

The model's applicability can be extended to more complex cases with higher dimensions, 
exploring its scalability and effectiveness in diverse scenarios. To fully realize the 

potential of this approach, we recommend conducting comprehensive hyperparameter 

tuning for machine learning models at each step, rather than relying solely on settings 

optimized for original features. This process should be applied equally to models using 

original, PCA-derived, and physics-driven features to ensure a fair comparison. 

It's important to note that the reduction of features through this physics-driven approach 

may alter the optimal model configuration. The transformed feature space might require 
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different model architectures or learning strategies to fully leverage the new 

representation. Therefore, careful consideration should be given to re-optimizing models 

with the new features, as the best configuration for the original feature set may not be 

optimal for the physics-driven features. 
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