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ABSTRACT 

Modeling the behavior of natural gas wells during exploitation is often an essential step 

in studying the evolution of natural gas production. However, the theoretical simulation 

models of wells placed on depleted deposits usually gave results different from the reality 

in the field. This was due to problems with the integrity of the productive strata, especially 

with the degree of sealing of the existing wells. The present work attempts to develop and 

carry out a rigorous research program of a deposit from the Sarmatian deposits of the 

Transylvania basin. In the paper it is presented a theoretical framework through which 

the behavior of the depleted field can be followed by discretizing the field and setting 

some discrete properties (in the case present the deposit pressure), which by expanding 

the modeling can serve to identify poorly drained areas, which can be exploited in the 

future, contributing to the increase of the final recovery factor. This discretization was 

achieved through the system of grid blocks, for which the average properties 

(temperature, pressure, permeability, etc.) and connectivity between them were modeled 

through the flow coefficients. The theoretical model applied to the particular deposit, 

which can be extended for future production provisions, by setting time intervals e.g. to 

a month/year instead of days and extending the grid over the entire surface of the field, 

not only for the central area, where the wells are grouped.  

Keywords: Transylvania basin, depleted gas reservoir, well integrity, gas flow modeling, 

gas field modeling, gas production 

 

INTRODUCTION 

Natural gas deposits forming a complex set of pore systems and channels with different 

degrees of connection and varied geometry. Deposits are often considered homogeneous 

and uniform in modeling processes, but this is far from the reality in the most of the cases. 

The accentuated depletion of the gas fields highlights their heterogeneity, the irregular 
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shapes of the sedimentary bodies that are manifested by production anomalies. Another 

major impediment in gas theoretical development is the non-linearity of the flow 

equations due to the variation of properties with pressure. [1],[2] 

Due to their general incompressibility, the motion of incompressible fluids is described 

by much simpler equations. For the most part, reservoir simulation methods also offer 

solutions for gas flow modeling, thus solving the flow problems. 

Reservoir simulation has become a standard method in reservoir engineering. It is used 

to solve flow research problems, design horizontal wells, and simulate and analyze the 

increase in the final recovery factor. Along with the development of many applications, 

the role of these simulations has grown significantly by reducing the costs allocated to 

them and increasing the speed of obtaining solutions. [3],[4] 

The most crucial aspect of reservoir simulation is the ability to provide realistic 

predictions of future gas production. As a methodology, a different number of simulation 

cases are generally developed, which are finally compared with each other to obtain the 

right decisions in the extraction process. The choice of drilling locations can be crucial in 

obtaining the results, the flow rates obtained, the methods of liquid injections, and the 

interception of the optimal positions in the reservoir because they can vary from case to 

case, influencing the final results. [5],[6],[7],[8] 

The data for the simulation is obtained from existing information such as logs, data from 

mechanical cores extracted, geological descriptions, interpreted seismic data, pressure 

data obtained during exploitation, and production data. In most cases, a rich production 
history exists for depleted fields [5],[6],[7],[8]. The simulation is used to get past 

productions starting from the current results; thus, after comparing the results with those 

existing in the production history, the parameters used in the simulation can be calibrated, 

with the result being close to actual provisions. The model thus obtained is successfully 

used for future production predictions.  

This paper introduces the flow approximation method using finite difference theory as an 

alternative to analytical solutions. This method, also called numerical simulation, has a 

rich specialized literature, both for mathematical elaboration and for comparing with the 

results obtained worldwide for different types of hydrocarbon deposits [9]. 

 

PRACTICAL ASPECTS OF NUMERICAL MODELING IN DEPLETED 

RESERVOIRS 

Numerical modeling uses a complex mathematical description; the most elegant solutions 

of finite differential equations are those used in matrix or even tensor algebra (which was 

not presented in this paper). The benefits of sophisticated calculations are visible 

predominantly in the case of depleted deposits, where the need to increase the final 

recovery factor leads to a "desperate" search for solutions to achieve the desired goal. For 

adequate knowledge of the behavior of the depleted deposit, implicitly reducing the costs 

of some works, which may not bring the expected benefits, the numerical simulation 

provides a suitable framework for understanding the dynamic behavior.  

Using the mentioned method, it is possible to identify the possible undrained or poorly 

drained areas of the deposit, the drainage limits between adjacent wells, the expansion of 
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the depression cone during production, interferences between wells or asymmetric flow 

borders, and impenetrable for productive wells. In the following, we will analyze some 

of the problems mentioned and indicate the calculation methods by which their solutions 

are reached. 

 

MODEL CALIBRATION OF DATA IN THE EQUATION BY PRODUCTION 

HISTORY 

A common use of reservoir simulation methods is calibrating reservoir parameters using 

existing production data. This process estimates reservoir properties by finding those 

simulation parameters with which the obtained results match the recorded production 

data. This procedure is also called the inverse problem because starting from the answer 

(reservoir performance data), we try to define the problem (reservoir description).  

Reservoir performance data are usually production flow data and pressure recovery curve 

data. Of course, this data can contain errors, which become critical to elaborating the fit 

of the production data to the model predictions. For our discussion, however, this is an 

acceptable accuracy for the existing data. 

A fundamental principle for matching production data to modeling parameters is that the 

solution is not unique. Multiple data sets can serve the results and match those from the 

production history. It becomes the responsibility of the production engineer to select the 

data set that is closest to reality. Other sources also use them, such as logs, production 

tests, mechanical core analysis, and geological interpretations. 

Much work has been done on automating the fitting of measured pressure data. Still, the 

truth is that good results are obtained by iterative error approximation, where the engineer 

uses his knowledge to change parameters and iterate through the calculations until the 

correct result is obtained. In this process, the engineer attempts to match the historical 

pressure data to that obtained from the simulation. 

 

COMPARISON OF GRID PRESSURE WITH RECOVERY CURVES 

It is possible to fit the pdf, but in many cases, this fit is not perfect due to missing pressure 

data or existing errors in gas flow measurements. Fitting to data from recovery curves 

makes pressure much more common and believable.  

The modeling problem is primarily that the test timescale needs to be longer to accurately 

model the grid at the reservoir level due to the size of the grid blocks. Peaceman's work 

provides a method for comparing grid pressures with recovery curve data [9]. The 

pressure profile is assumed to be a semi-steady flow.  

The pressure in the block is somewhere between the pdf, and the average reservoir 

pressure. The pressure of the grid block corresponding to the data of the recovery curves 

and lies on a straight line on the semi-logarithmic scale at the time calculated by: 

∆𝑡0 =
67.5𝜙𝜇𝑐𝑡Δ𝑥2

𝑘
                                                   (1) 

If p0 = pij, the block pressure, then the simulator correctly models the behavior of the 

reservoir. 
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MODEL CALIBRATION BY PRESSURE HISTORY 

After finding the method for finding the correct pressure to match the production history 

data, we discuss how the simulator data must be modified to be consistent with the 

production history. This is done by the multiple trial error reduction method.  

First, the reservoir sizing must match the initial gas resource. The model is considered 

without water influx, generally valid for gas deposits in the Transylvania basin. [6],[7] 

During semi-steady flow, each point in the deposit is depleted at a rate given by the 

formula: 

𝑑𝑝

𝑑𝑡
=

−𝑞𝐵𝑔

𝑉𝑝𝑐𝑡
                                                         (2) 

The pressure p and the volume Vp can be represented as a summation of contour maps of 

Φh without being able to separate the effects of Φ and h.  

The total compressibility, ct, equals cf + cg Sg + cwSw. The most important term is cg, up 

to a pressure of 480 bar, above which the role of cf becomes paramount. The last term is 

generally less important than the others.  

Once the initial resource value is found, the transient flow behavior must be matched after 

the semi-stationary behavior. The pressure drop is inversely proportional to the 

transmissivity, oh, and the period of the pressure drop is inversely proportional to the 

diffusivity, k/(Φμct). These relationships can be observed in dimensionless pressure drop 

and dimensionless time in transient well flow tests. 

Another method of adjusting the kh value is from the analysis of pressure profiles, the 

variation of pressure with distance at a particular time. If there is fluid migration (Fluid 

migration refers to the movement of fluids, such as liquids and gases, through a porous 

medium or open spaces. This phenomenon is studied in various fields, including fluid 

mechanics, geology, and petroleum engineering.) within the reservoir, the magnitude of 

the pressure gradient is inversely proportional to the kh.  

Generally, the analysis by production history is much more complicated than the previous 

descriptions. The inhomogeneity of the deposit is highlighted in the case of drilling new 

wells, as the results are far below expectations. The lack of continuity of the deposit is 

surprising in many cases. Isolating, or partially isolating, faults complicate the situation 

again and are very difficult to detect. Production history analysis invokes well-by-well 

analysis with the multiple-trial error reduction method for these cases. The irregular 3D 

layout of deposits further complicates correspondence with production history. 

Due to the size of the deposits, the geological phenomena that formed the basis of their 

formation, and the subsequent tectonic movements that affected it, the engineer can only 

be partially convinced of the correctness of the description of the studied deposit. 

 

PROBLEMS RELATED TO PRODUCTION ESTIMATION 

Perhaps the most important task of numerical modeling is to predict the future 

performance of the reservoir. When corresponding to the production history, the flows 

are specified for the entire period studied. These flows are unknown for future periods, 
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so it is necessary to specify other conditions. Thus, the most common method is to fix the 

pdf and calculate the flows using the simulation model for each studied time interval. 

Perhaps the most important task of numerical modeling is predicting the reservoir's future 

performance. When corresponding to the production history, the flows are specified for 

the entire period studied. Since these flows are unknown for future periods, other 

conditions must be specified. Thus, the most common method is to fix the PDF and 

calculate the flows using the simulation model for each studied time interval. 

The objective of numerical reservoir simulations is generally to serve alternative 

provisions that help make future decisions. A base case is created, from which other cases 

are started, depending on the results of alternative operations, such as drilling new wells, 

mounting field compressors, flow stimulation operations in wells, or fluid injections in 

wells (in the case of underground storage). Operational decisions will be made based on 

performance provisions closely connected with economic analyses. 

 

FIELD DATA PROCESSING 

The gas deposit modeled in this article is part of the structures created above the salt 

domes in the east-central part of the basin. It is a mature deposit with over 50 years of 

production history. The extracted gas is lean, with an exclusive methane content (99%). 

[1]. According to the research to be carried out, the origin of the gases is mostly 

thermogenic, but the existence of biogenic sources [10],11], which may be responsible 

for filling the deposits in a proportion of 10-15%, is not excluded either.  

The main sources of gas are the marly shales of the Lower Badenian, located at a depth 

of over 3000 m. The migration paths to the gas traps are fault planes due to the combined 

effect of regional tectonics and salt movement. The deposits include shelf-margin 

turbidite sandstones and mid-shelf depositional systems, with some prodeltas deposits. 

Shielding is achieved by layers of marine clays developed between active cycles of 

sedimentation. [10],11],[12],[13]. The mechanism of gas displacement is their elastic 

expansion without significant advancements of marginal water. [6],[7].  

For modeling, a complex consisting of four sandy packages, numbered Sarmatian-1, 

Sarmatian-2, Sarmatian-3, and Sarmatian-4, was chosen. Four wells open this complex, 

which is still producing today (Figure 1).  

From the parallelization, it can be seen that the wells have a different degree of opening 

over the studied complex. The last column shows the current equipment, with the 

productive perforations, the isolation mirror, and the extraction pipes. The first column 

indicates the measured depths from sea level. Columns 2-3 show the geophysical 

diagraphs of PS and resistivities, and column 4 shows the gas and water zones.  

The deposit areas were selected based on the electrical diagraphs, and then a 3D model 

was created to identify the pore volumes. Wells that traversed this complex but had no 

open intervals over it was also used for this model.  

Figure 2 shows a vertical section through the 3D reservoir model. It shows the four wells 

from the experiment, with the SP diagram (right) and the deposits (red, left). Three-

dimensional deposits are represented in yellow.  

 



Romanian Journal of Petroleum & Gas Technology 

Vol. V (LXXVI) • No. 2/2024 

 

 

 

312 

 
Figure 1. The parallelization of wells 1,2,3,4 which are the object of the research 

 

 
Figure 2. Effective thickness in 3D (with yellow collectors) 
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According to the 3D model, the isopach map of the complex was constructed (Figure 3). 

Studying the map, we notice that the maximum deposit thickness is in the central part, 

between 35 and 40 m. 

 
Figure 3. Isopach map of the studied Sarmatian complex 

 

Without sufficient data, which can provide us with anisotropy trends and properties within 

the complex, we will continue to work with average values determined from the 

production history and measurements performed. From the analysis of the mechanical 

cores extracted from research wells for this complex as well as the complex petrophysical 

interpretations after saturation investigations in the cased hole, respectively the depth 

measurements carried out by PVT correlated with regional gradients, average values for 

physical properties of the complex: 

• Complex average porosity = 30% of studies, 22-25% of cores. For the 

calculations, the value of 25% was considered, 

• Complex average gas saturation = 70% 

• Horizontal permeability = 1.5-2 mD from cores, 5-11 mD from production tests. 

• Vertical permeability = 1.3-1.7 mD from cores 

• Deposit temperature, for complexes = 291-294 K, 292 K average  

• Initial reservoir pressure, for complexes = 35-45 bar 

• Gas deviation factor, for complexes = 0.925-0.913 

• Gas volume factor, for complexes = 0.027-0.021 

• Depths of gas/water contacts, for complexes = +68 m ... -26 m 

• Average elevations = 398.3 m. 

These values are used as input data for modeling. For permeability, the average value of 

7 mD was considered. 
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FIELD MODELING  

The deposit chosen for numerical modeling was translated into Petrel software from 

Schlumbeger [14]. The first step in numerical modeling the complex is to choose the right 

grid, which provides sufficient flow stability while being small enough to observe the 

effects of the test. From an economic point of view, it is not advisable to close wells for 

research for a long period of time. [2],[7],[15]. 

Taking into account the aspects of the production history and results from the economic 

factor, the grid dimensioning was by creating blocks of 300 x 300 m in the N-S and E-W 

directions, the height of the cells being given by the average effective thicknesses in the 

block (according to the 3D model).  

The 3D model of the grid block system is shown in Figure 4. Different cell colors 

represent their net rock volume. Wells 1,2,3,4 each intercept a separate block without 

being located in the same block.  

Figure 5 shows the 2D map for the block system. When comparing it with Figure 6, we 

must remember that the differences between them are primarily due to the resolution of 

the grid blocks, which averaged the values inside them. 

The central part of the grid block, where the said wells are also located, was selected to 

reduce the duration of the test and, implicitly, the economic consequences of closing the 

wells for a more extended period. The research period of 6-7 days ensured that, 

practically, the drainage limit during this period would be almost identical to the area 

marked in Figure 6. 

The numbering of the blocks in the grid was from west to east, respectively, from north 

to south, totaling 3 x 5 = 15 blocks for the grid. Boundary conditions were set on the 

boundary of the marked rectangle around the 15 cells. The block volume calculation was 

done using the Petrel application (Petrel E&P Software Platform), and the grid-block 

system was also used. 

 

 

Figure 4. Presentation of the grid block system in 3D 
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Figure 5. Realization of the grid block over the studied complex in 2D 

 

 

 

 

Figure 6. The nomenclature of the blocks in the grid that enter the numerical modeling 
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Table 1. The volume of blocks in the simulation grid 

Block 
Net Volume 

net, m3 
Porosity Sg 

Gas pore volume, 

m3 

Block height h, 

m 
Well 

1 2929026 0.25 0.7 512579.55 5.70 1 

2 2901697 0.25 0.7 337189 3.75  

3 3100742 0.25 0.7 257676 2.86  

4 3013325 0.25 0.7 420404 4.67  

5 2737781 0.25 0.7 363877 4.04  

6 3402056 0.25 0.7 302983 3.37 3 

7 3408791 0.25 0.7 280179 3.11  

8 3121556 0.25 0.7 374340 4.16  

9 3191834 0.25 0.7 504504 5.61  

10 3885491 0.25 0.7 190635 2.12 4 

11 2949735 0.25 0.7 320866 3.57  

12 3599647 0.25 0.7 466026 5.18  

13 3955324 0.25 0.7 89428 0.99  

14 2696601 0.25 0.7 117350 1.30 2 

15 3219335 0.25 0.7 236341 2.63  

 

DESCRIPTION OF THE MODEL 

The flow of natural gases will be modeled in the presented grid blocks, and the theoretical 

results will be verified by precision measurements in the boreholes. The records' data will 

validate the model data or help recalibrate some input values, ensuring closeness to the 

deposit's fundamental parameters. [2],[6],[7],[13] 

The experiment consisted of two stages: 

1) Simultaneous closing of the wells, with the introduction of bottom manometers 

inside, for recording the recovery curves of the static pressure, 

2) Opening wells 1,2 and 3, well 4 being the control well. The wells were left in dynamic 

flow for 6 days, during which time the static pressure variation in well 4 was 

recorded. 

The results were compared with results from numerical modeling. In addition to 

validating the model, they also verified the connectivity between the blocks to determine 

the areas of influence between the investigated wells. 

The stages of the experiment included the following steps: 

1) Pressure-temperature devices were introduced in wells 1, 2, 3, and 4, with ND 

measurements, having the following stations: 

• Well 1 (deposited at 335m): 0, 150 m, 250 m, 300 m, 333 m; 

• Well, 2 (deposited at 320 m, possibly annular sleeve but allowing gas flow): 0, 

200 m, 250 m, 300 m, 318 m; 

• Well 3 (placed at 428 m): 0, 150 m, 300 m, 410 m, 426 m; 

• Well 4 (deposited at 297 m): 0, 100 m, 200 m, 275 m, 295 m. 
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2) Wells 1, 2, 3, and 4 were closed to restore static pressure (48 h), with a cumulative 

flow of ~ 11 thousand Sm3/day. The recorded and interpreted data served to calibrate 

the static pressure of the blocks of the simulation grid and correct the average 

permeability in each block. 

3) Wells 1, 2, and 3 were opened (cumulative flow ~ 9.5 thousand Sm3/day) with well 

4 closed, and the dynamic pressures at the CE in the flow were monitored for 6 days. 

4) After this time, the devices were extracted from the wells, not before performing 

dynamic levels in wells 1, 2, and 3 and static levels in well 4 with the previously 

established stations to validate the single-phase flow on which the simulation is 

based. After extracting the device, well 4 was also opened, and the results from the 

bottom manometer data were interpreted. 

Bottom gauge records showed the following: 

1) Wells 1, 2, and 3 were clean, without liquid levels in the sole, and did not need such 

hydrostatic corrections for reservoir pressure. 

2) Well 4 instead accumulated a water level of approximately 50 m, thus responsible 

for a loss of static pressure at the surface of ~ 5 bar. This accumulation is probably 

due to the more extended shut-in period of that well compared to the others. 

 

MATHEMATICAL MODELING OF NATURAL GAS RESERVOIR BEHAVIOR 

The grid block method will continue to be used to build the gas flow simulator, but instead 

of pressure, the pseudo-pressure terms of the real gas, p(p), will be used. [9], [16]. 

Starting from equation (3): 

(
𝜌

𝜇
∙ 𝑇𝑤) (𝑝𝑖−1

𝑛+1 − 𝑝𝑖
𝑛+1) 

 + (
𝜌

𝜇
∙ 𝑇𝐸) (𝑝𝑖+1

𝑛+1 − 𝑝𝑖
𝑛+1) = 

 (
Δ𝑥Δ𝑦ℎ

Δ𝑡
) [(𝜌𝜙𝑖

𝑛+1) − (𝜌𝜙𝑖
𝑛)] +

+𝜌𝑆𝐶𝑞                       (3) 

Dividing the equation by 𝜌𝑆𝐶, we obtain the flow form under standard conditions: 

(
𝑇𝑆𝐶

𝜌𝑆𝐶𝑇
∙

𝜌

𝑧𝜇
∙ 𝑇𝑤) (𝑝𝑖−1

𝑛+1 − 𝑝𝑖
𝑛+1) 

 + (
𝑇𝑆𝐶

𝜌𝑆𝐶𝑇
∙

𝜌

𝑧𝜇
∙ 𝑇𝐸) (𝑝𝑖+1

𝑛+1 −

                         −𝑝𝑖
𝑛+1) = 

 1

Δ𝑡
(

𝑇𝑆𝐶

𝜌𝑆𝐶𝑇
) [(

𝑉𝑝𝑝

𝑧
)

𝑖

𝑛+1

− (
𝑉𝑝𝑝

𝑧
)

𝑖

𝑛
] + 𝑞                                        (4) 

where: 

𝜌

𝜌𝑆𝐶
=

1

𝐵𝑔
=

𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
∙

𝑝

𝑧
                                                           (5) 

We now introduce the presuppression of the real gas. This has the form: 

𝑝𝑝(𝑝) = 2 ∫
𝑝

𝑧𝜇

𝑝

0
𝑑𝑝                                                       (6) 

We note that the value in brackets is an integrated average of the affected pressures [16]. 

∆𝑝𝑝(𝑝) = (
2𝑝

𝑧𝜇
) ∆𝑝                                                         (7) 

Using pseudopressure notation, we can put the flow terms into more familiar forms. Let's 

start with the easterly flow term: 
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(
𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
∙

𝜌

𝑧𝜇
∙ 𝑇𝐸) (𝑝𝑖+1

𝑛+1 − 𝑝𝑖
𝑛+1) 

                                         (8) 

We modify them slightly: 

(
𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
∙

1

2
∙ 𝑇𝐸) (

2𝑝

𝑧𝜇
) (𝑝𝑖+1

𝑛+1 − 𝑝𝑖
𝑛+1) 

                                  (9) 

Finally we have: 

(
𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
∙

1

2
∙ 𝑇𝐸) (𝑝𝑝𝑖+1

𝑛+1 − 𝑝𝑝𝑖
𝑛+1)

 

 
                                        (10) 

We simplify the term by introducing a flow coefficient, aE: 

𝑎𝐸 =
𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
∙

1

2
∙ 𝑇𝐸                                                           (11) 

Thus the flow, expressed in Anglo-Saxon units becomes, where aE is the easterly flow 

coefficient [3]: 

𝑎𝐸(𝑝𝑝𝑖+1
𝑛+1 − 𝑝𝑝𝑖

𝑛+1)                                                      (12) 

For flow from the i-1 direction, we use the westerly flow coefficient, aW, so the equation 

becomes: 

𝑎𝐸(𝑝𝑝𝑖+1
𝑛+1 − 𝑝𝑝𝑖

𝑛+1) + 𝑎𝑊(𝑝𝑝𝑖−1
𝑛+1 − 𝑝𝑝𝑖

𝑛+1) = 
 1

Δ𝑡
(

𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
) [(

𝑉𝑝𝑝

𝑧
)

𝑖

𝑛+1

− (
𝑉𝑝𝑝

𝑧
)

𝑖

𝑛
] + 𝑞     (13) 

We simplify the right side of the equation by substituting: 

1

Δ𝑡
(

𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
) [(

𝑉𝑝𝑝

𝑧
)

𝑖

𝑛+1

− (
𝑉𝑝𝑝

𝑧
)

𝑖

𝑛
] = ∝ (𝑝𝑖

𝑛+1 − 𝑝𝑖
𝑛)            (14) 

where:  

∝=
1

Δ𝑡
(

𝑇𝑆𝐶

𝑝𝑆𝐶𝑇
)

[(
𝑉𝑝𝑝

𝑧
)

𝑖

𝑛+1

−(
𝑉𝑝𝑝

𝑧
)

𝑖

𝑛

]

(𝑝𝑝𝑖
𝑛+1−𝑝𝑝𝑖

𝑛 )
                                   (15) 

The flow equation for real gas is simplified as follows: 

𝑎𝐸(𝑝𝑝𝑖+1
𝑛+1 − 𝑝𝑝𝑖

𝑛+1) + 𝑎𝑊(𝑝𝑝𝑖−1
𝑛+1 − 𝑝𝑝𝑖

𝑛+1) = 
 ∝ (𝑝𝑝𝑖

𝑛+1 − 𝑝𝑝𝑖
𝑛 ) + 𝑞      (16) 

The solution was made according to the Gauss-Jordan elimination method. This algorithm 

solves systems of linear equations and compu0tes the inverse of a nonsingular matrix. 

This transforms the matrix into a reduced row echelon form, simplifying solving the 

equations.  

 

NUMERICAL MODELING FOR FLOW IN FIELD ANALYSIS 

Due to some uncertainties of the 3D model (geometry modeled for the adequate thickness 

between the wells), the approximation values when solving the equations (9 digital from 

Excel), the transformations of pressure to pseudo pressure and vice versa, the final 

pressure values were slightly modified from the constant value of 15.10 bar. 

Studying the graph, we can see a progressive download of the blocks. The most apparent 

pressure drops are for blocks 1, 6, and 14, which have harmful sources (wells with 
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production). The drop at block 15 is probably due to the need for a finer grid system that 

eliminates the interference between blocks 14 and 15.  

It is also interesting to note the interconnectivity of blocks 5, 8, and 11 with the 

neighborhoods. Their high values between productive blocks indicate that their 

connectivity with neighboring blocks is not optimal.  

In the following, we will use the Anglo-Saxon units of measurement to ensure consistency 

in the calculations. This is necessary because the tables and graphs for calculating the real 

gas pseudo-pressure are expressed like this. Thus, volumes are expressed in cf (cubic 

feet), pressure in psi (psi), permeability in md (military), and temperature in gr. Rankine, 

etc. 

Starting from the presented geometry of the blocks, we have the volume transformation 

(Table 2). Each block in the grid has blocks in the neighborhood of the north (n), east (e), 

south (s) and west (w) blocks, less the side cells, where the lack of a neighboring block is 

marked with 0. The own block is marked centrally (c). Using this convention we have the 

nomenclature of the simulation grid as follows: neighboring cells and calculation cells. 

According to this table, for example cell 9 has neighbors cells 6 (N), 8 (W), 0 (none in E) 

and 12 (S).  

 

Table 2. The volume of the blocks prepared for the modeling calculation 

Vp, m3 Vp, ft3 Vpg, ft3 modify whith P, Sg 

2929026 2901697 3100742 103437674 102472559 109501774 18101593 17932698 19162810 

3013325 2737781 3402056 106414668 96683915 120142587 18622567 16919685 21024953 

3408791 3121556 3191834 120380432 110236814 112718660 21066576 19291442 19725766 

3885491 2949735 3599647 137214949 104169007 127120454 24012616 18229576 22246079 

3955324 2696601 3219335 139681080 95229655 113689850 24444189 16665190 19895724 

 

This order is also used in the modeling matrix calculus. Using the established reference 

values (1) (k =7 mD, Tsc =518.4 oR, psc =14.7 psia, Tr =525.6 oR, dx =dy =300 m), using 

formulas 3-16, we have the flow coefficients in directions TNESW, aNESW (Table 3). These 

coefficients are constant throughout the modeling, depending only on the geometry of the 

blocks and constant physical values.  

The reservoir pressures were measured for the experiment, with the values: well 1=15.10 

bar, well 2=12.40 bar, well 3=17.80 bar, and well 4=13.80 bar. These pressures were 

assigned to cells 1, 6, 10, and 14, as initial pressures. The values are different because 

they have various degrees of depletion. 

The initial static values were extrapolated between them as input values to the modeling. 

The values were transformed into real gas pseudo pressures [4] (Table 4). The calculation 

of the initial deviation factor Z for real gases was calculated according to the Dranchuk 

and Abou-Kassem corelation, [4], the gas being considered pure methane, (Table 4). 
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Table 3.a,b,c. Flow coefficients for modeling 

a 

 

b 

 

c 
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Table 4. The initial pressures and pseudo-pressures of the blocks in the grid                                                          

(to the wells analysis 1,2,3) 

 

 

Table 5. Initial Z values, used for modeling to the wells analysis 1,2,3 

 
 

The next coefficients to calculate are α, ac and d. Applying the limit difference, for the 

delta(p/z)/delta(pp) value, the variations at the beginning having very small values, it can 

be approximated for each cell, the value equal to 1.  

The flow rates in the experiment, expressed in SCFD, were 148486 for well 1, 63629 for 

well 2 and 116653 for well 3. The q values in the grid, considered constant throughout 

the experiment, are those in Table 6. The calculated initial values for are α, ac and d are 

shown in Tables 7, 8 and 9. 

 

Table 6. The starting flow rates to the wells 

analysis 1,2,3 (q is measurenment in scfD) 

Table 7. The initial values α                                    

(to the wells analysis 1,2,3) 

 

 

 

Table 8. The initial values of the coefficient in the                  

main diagonal of the calculation matrix (ac) 

Table 9. The initial values of the vector                  

of the calculation matrix (d) 
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The data presented above are those that enter the first time interval, t = n =1, in the 

calculation process of solving the matrix equation (17) through the iteration process. The 

time interval, n =2, 3, ..., 6, equals days (t measured in days). To obtain the solutions for 

the system of linear equations 15 x 15 from (17), we used the Gauss-Jordan elimination 

method [3],[4].  

 

 

Since a successive iteration of solving the system was needed due to the application of 

time and iteration indices, an Excel application was built for the solution, which was used 

to obtain the results.  

The method consisted of reducing the main matrix to values of 1 for the central diagonal 

and 0 for the rest of the elements, finally obtaining the solution of the equation in the 

column of free terms.  

The system's coherence was verified by a simulation with equal static starting pressures 

for each block, 15.10 bar, with no flow in the wells, q =0 for each. We have the solution 

system in Table 10. 

The solution was made according to the Gauss-Jordan elimination method. This algorithm 

is used to solve systems of linear equations and compute the inverse of a nonsingular 

matrix. It transforms the matrix into reduced row echelon form, which greatly simplifies 

solving the equations. 
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Table 10. Verification matrix for Ps = 15.10 bar, q = 0 

 

 

Due to some uncertainties of the 3D model (geometry modeled for the adequate thickness 

between the wells), the approximation values when solving the equations (9 digital from 

Excel), the transformations of pressure to pseudo pressure and vice versa, the final 

pressure values were slightly modified from the constant value of 15.10 bar. For 

calibration, the correction system in Table 11 was used. These correction values will be 

applied to subsequent calculations for each block. 

 
Table 11. Final pressure calibration coefficients for each individual block 

1 0.981514536 

2 0.981514066 

3 0.981514476 

4 0.981514035 

5 0.981513397 

6 0.981514098 

7 0.981513960 

8 0.981513560 

9 0.981513906 

10 0.981513995 

11 0.981513339 

12 0.981514079 

13 0.981514456 

14 0.981513790 

15 0.981514448 

 

This solution constitutes the values at the first time step, one day after opening the wells, 

or for n=1 in the sequence. The values are from Tables 3, 8, and 9 this time.  

Analyzing the results, we notice that the values are grouped, and in this case, the 

application of an iteration procedure for values k=2,3,... is not justified. Using the 

obtained pressure values, we will proceed to the next time step, n = 2 of the modeling. It 

should be noted that the solutions of the matrix equation at each step are expressed in 

pseudo-pressure values, which are converted back into pressure described in the bar. 
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The correct solution of the equation, after applying the calibration to the wells, is 

presented in Table 12. 

Table 12. Correct solution of the equation, after applying the calibration to the wells 

15.100000000 15.100000000 15.100000000 

15.100000000 15.100000000 15.100000000 

15.100000000 15.100000000 15.100000000 

15.100000000 15.100000000 15.100000000 

15.100000000 15.100000000 15.100000000 

 

Applying now the flow of the system, according to Table 4, the resulting matrix is 

presented in Table 13. Most of the values do not change, they are according to the 

characteristic numbers in the table. Instead, the pressure drops for blocks 1, 6 and 14 can 

already be seen in the results in Table 14.  

 

Table 13. Verification matrix for Ps = 15.10 bar, q values from table 6 

 

 

Table 14. Pressure results to the well blocks (day one) 

 
 

Table 15 shows us the matrix of the system of equations for this case. The daily flows of 

wells 1, 2 and 3 remained identical to the first stage (n = 1).  

The solutions of the system, expressed in bar, are the ones below, with the mention that 

once again a normalization of the values was carried out, at the maximum value from the 

solutions assigning 15.10 bar, thus resulting in a calibration coefficient Pcb2 equal to 

1.00000122014, with which -shared the final solutions. Thus we have the data given in 

Table 16.  
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Table 15. The matrix of the system of equations for n =2 (the second day of the experiment) 

 

 

Table 16. Test pressure in a two day of experiments 

 

 

The values being grouped, the iteration calculation was not applied this time either. These 

pressures were the input data for stage n = 3 (the third day of the experiment). Table 17 

includes the system matrix. The solutions of the system, retransformed from 

psuedopressures into pressures [bar], the applied normalization coefficient being Pcb3 

equal to 1.00000244026, are presented in Table 18.  

Even at these values, it is not the case to apply the iteration procedure. They serve as input 

data for stage n = 4, day four. Using the resulting flow coefficients, we have the matrix 

of the linear system (Table 19). 

 

Table 17. The matrix of the system of equations for n =3 (the third day of the experiment) 

 

 



Romanian Journal of Petroleum & Gas Technology 

Vol. V (LXXVI) • No. 2/2024 

 

 

 

326 

 

Table 18. Test pressure in a three day of experiments 

 

 

Table 19. The matrix of the system of equations for n =4 (the fourth day of the experiment) 

 

 

The solutions of the system, retransformed from psuedopressures into pressures [bar], 

with the normalization coefficient applied by Pcb4 equal to 1.00000366036, are given in 

Table 20. 

 

Table 20. Test pressure in a four day of experiments 

 

 

We do not apply normalization to these obtained solutions either, since they are consistent 

values. They enter as block pressures for stage n = 5, the fifth day of the experiment.The 

system matrix for this case is the one in Table 21. 

The solutions of the system, retransformed from pseudopressures into pressures [bar], 

with the normalization coefficient applied by Pcb5 equal to 1.00002474846, are given in 

Table 22. 
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Table 21. The matrix of the system of equations for n =5 (the fifth day of the experiment) 

 

 

Table 22. Test pressure in a five day of experiments 

 

 

These pressure solutions serve as input data for the last stage, n = 6, the sixth day of the 

experiment, with the calculation matrix of the system of equations shown in Table 23.  

The solutions of the system, retransformed from pseudo pressures into pressures 

expressed in bar, after applying the normalization factor Pcb6 equal to 0.99999621079, are 

the ones below, with yellow marking the values from the productive blocks, with violet 

the block with the control wells, in which the recording device followed the variation 

pressure during the experiment, without the need to apply iteration steps in this case as 

well (Table 24). 

 

Table 23. The matrix of the system of equations for n = 6 (the last day of the experiment) 
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Table 24. Test pressure in a six day of experiments 

 
 

For the pressure calibration coefficients Pcb5 and Pcb6 where the values of the block with 

the maximum is already below 15.10 bar, extrapolation was used following the trend 

resulting from the first 4 (Pcb1 ... Pcb4).  

The device readings from well 4 blank are shown in Table 25. The device was set to the 

maximum precision of 5 decimal places. The centralized values of the pressure evolution 

on the blocks are presented in Table 26. 

 

Table 25. Variation of reservoir pressure at well 4 during the experiment 

Time, days Pressure, bars 

0 15.100000 

1 15.100010 

2 15.100000 

3 15.099999 

4 15.099998 

5 15.099996 

6 15.099995 

 

Studying Table 26 and the graph in Figure 7, we can see a progressive unloading of the 

blocks. The most apparent pressure drops are for blocks 1, 6, and 14, which have harmful 

sources (wells with production). The drop at block 15 is probably due to the need for a 

finer grid system that eliminates the interference between blocks 14 and 15.  

It is also interesting to note the interconnectivity of blocks 5, 8, and 11 with the 

neighborhoods. Their high values between productive blocks indicate that their 

connectivity with neighboring blocks is not optimal. 

The pressure variations are quite small at the devices' measurement limit. For a deeper 

analysis of the blocks' connectivity, it is necessary to extend the experiment over a much 

longer period, which was not possible for economic reasons. 

The final step of the experiment, which also validates the modeling presented in the paper, 

is estimating the pressure variation in control well no. 4 from block ten resulting from the 

numerical modeling. These modeled values are compared with the reading of the depth 

manometer device from well 4.  
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Table 26 Centralization of the pressure variation on the blocks resulted from numerical modeling 

 

 

 

Figure 7. Variation of modeled pressures on blocks 

 

The results of the comparison are shown in the graph in Figure 8. We notice that the two 

sets of values are correlative; their differences are close to the limit of the measuring 

devices' precision. 
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Figure 8. Comparison of pressure variation between modeling                                                                             

(grid pressure) and measurement from blank well 4 

 

CONCLUSIONS 

The present paper, through the theoretical model presented, applied to a free gas field in 

the Transylvanian basin, aimed to build a theoretical framework through which the 

behavior of the depleted field can be followed by discretizing the field and setting some 

discrete properties (in the case present the deposit pressure), which by expanding the 

modeling can serve to identify poorly drained areas, which can be exploited in the future, 

contributing to the increase of the final recovery factor. 

This discretization was achieved through the system of grid blocks, for which the average 

properties (temperature, pressure, permeability, etc.) and connectivity between them were 

modeled through the flow coefficients. The mathematical solution of the system of 

equations for a relatively short period of time due to economic considerations (6 days, 

closing the wells beyond this period was uneconomical) contributed significantly to the 

presentation of a theoretical model applied to the particular deposit, which can be 

extended for future production provisions, by setting time intervals e.g. to a month/year 

instead of days and extending the grid over the entire surface of the field, not only for the 

central area, where the wells are grouped. 

Future experimental extensions, to more extensive deposits, for longer periods, will 

always be closely related to economic factors, being shutdowns on productive deposits. 

However, it must also be taken into account that the results of numerical modeling can 

bring benefits in the knowledge of the field, which can later materialize in economic 

benefits. 
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