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ABSTRACT 

This research aims to identify issues with datasets that affect the training of machine 

learning models. The paper demonstrates the impact of feature processing on the model 

evaluation metrics. Initially, the paper evaluates unprocessed categorical features based 

on customized rules. The results of the seven evaluated algorithms show very low metric 

values. The demonstration is conducted on a dataset with 16 features for predicting 

depression among students. The dataset consists of 7,022 records. The issue of depression 

was chosen because it involves many features, which facilitate the analysis of the 

correlations between them. Moreover, the large number of features and records allowed 

for the analysis of generalization capacity by training on different dataset scenarios for 
all seven algorithms. The demonstration shows that data pre-processing generates better 

results when the inputs are exclusively numerical. Subsequently, the research 

demonstrates the importance of individually analyzing the contribution of each parameter 

within the model. The study encompasses three categories of tests, which are 

implemented using the ML.NET framework in the C# programming language. 

Keywords: machine learning; depression; dataset; feature; algorithms. 

 

INTRODUCTION 

According to the World Health Organization, there are nearly 450 million people affected 

by depression. Since this disorder is closely related to genetics, biochemistry, 

environment, and psychology, the problem can be studied using machine learning (ML) 

techniques [1]. Due to the necessity of handling a large volume of data and a high number 

of features, the authors investigated the implications of developing ML models for 

addressing the issue of depression. Writing software tests for the comparative evaluation 

of ML algorithm performance requires infrastructure compatibility, as discussed in the 

paper [2]. 

The article [3] examines the need for using ML algorithms to identify symptoms of 

depression accurately. The article uses persistent sadness, cognitive difficulties, and the 

influence of social, psychological, and depressive factors as features. The evaluated ML 

methods were Random Forest (RF), Recurrent Neural Network (RNN), and Support 

Vector Machine (SVM). The study [4] proposes an ML model based on visual stimuli 
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that uses 10 features. The study used 219 participants, both depressed and non-depressed, 

and the obtained accuracy was 85.6%. Other research focuses on developing a triage 

algorithm for symptom-based healthcare decision-making [5]. 

The paper [6] proposes an ML model for identifying depression in individuals aged 

between 6 and 17 years. The comparative analysis employed three algorithms: RF, SVM, 

and Logistic Regression (LR). Following the tests, it was found that the RF algorithm 

performed best, achieving 94% accuracy and 95% precision for non-depressed 

individuals and 88% for depressed individuals. The LR algorithm had an accuracy of 89% 

and a precision of 91%. Also, for identifying depression among adolescents aged 12 to 

17, research was conducted in the paper [7]. The study was based on the analysis of calls, 

conversations, location, and heart rates of 55 adolescents. The data were collected through 

mobile phones and Fitbit device sensors. After the 24-week data collection period, the 

results showed that the main features influencing the outcomes were screen usage, calls, 

and location data [7]. 

Numerous studies have focused on ML models for depression detection through semantic 

text analysis. The tests in [8] examine online posts, and the degree of depression 

identification is reported with superior accuracy compared to existing ML models [9]. 

The paper [10] aims to implement a method for detecting and treating depression using 

mobile devices that generate real-time data about the individual. The proposed system 

analyzes nine characteristics of depression. The tests were conducted on 106 psychiatric 

patients and demonstrated the possibility of using it as a tool for predicting depression. 
Similarly, a study [11] conducted on 219 adults over 16 weeks collected data from 

phones, performing sentiment analysis on texts from the online environment. ML models 

achieved an AUC of 0.72 when only text messages were used and 0.76 when combined 

with other factors. The research [12] also developed a model based on Long-Short Term 

Memory (LSTM) for identifying depression from text messages. The dataset consists of 

young people's questions on an online Norwegian informational channel. Instead of word 

frequency, the model analyzes features proposed by expert doctors, differentiating 

between texts that are depressive and those that are not. Sentiment analysis can be 

performed automatically using pre-implemented tools to extract the user's mood from the 

text. The results presented in the papers [13, 14] demonstrate the feasibility of integrating 

them into the issue of depression detection. The study [15] suggests using a model that 

utilizes LSTM for detecting depressive traits, also through text analysis. The dataset 

contained 233,000 records. The identified features were processed using one-hot 

encoding. The method uses LSTM for classifying depressive and non-depressive 

sentiments from text. The performance reported by the authors of the paper [15] was 99%. 

Article [16] considers the severe consequences that the pandemic has generated on the 

mental health of students [17]. The study proposes an ML model to predict depression 

among students. The experimental results showed a performance of 76%. The study [18] 

analyzes postpartum depression (PPD). A dataset of 214,359 births from 2008 to 2015 in 

Israel was used to train the model. The sociodemographic, clinical, and obstetric 

characteristics were analyzed by an algorithm based on decision trees with gradient 

boosting. As a reference value, the number of women who developed PPD was 1.9% or 

4104. Upon validation, the proposed model demonstrated an AUC of 0.712, with a 

sensitivity of 0.349 and a specificity of 0.905 at a 90% risk threshold. A study was 

conducted during the pandemic using a dataset of 5,001 people from Norway [19]. The 
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model aims to identify the factors most strongly correlated with depression. The study 

[19] also aimed to determine the best predictive models for this issue. The results showed 

that RF had the highest accuracy. The main features for predicting depression were self-

perceived risk of exposure, financial situation, work-life balance, and social contact. The 

study found that although the epidemiological factor was predominant in the initial phase 

of the pandemic, the primary influence shifted towards socio-economic factors in the later 

stages. Thus, the importance of processing demographic, socioeconomic, and behavioral 

data for the possibility of timely intervention in preventing depression was highlighted. 

On the other hand, industrial evolution through the implementation of AI tools [20, 21] 

becomes a factor that favors the onset of depression. For this reason, the study of 

depression through ML models should be urgently researched to intervene preventively.  

Article [22] has a different approach to analyzing depression. It analyzes audio features 

in identifying depression. The proposed model analyzes the Gaussian Naive Bayes 

(GNB), SVM, K-Nearest Neighbor (KNN), LR, and RF algorithms. From the tests, an 

accuracy of 82% was obtained for 15 selected features. A similar approach is reported in 

the paper [23], highlighting negative speech features to achieve a model with promising 

results [24]. The paper [25] also proposes using an ML model based on vocal audio 

features for classifying major depression. In the study, 120 subjects participated, of which 

64 had severe depression, and 56 were healthy, aged between 16 and 25 years. As a result 

of the study, the ML model generated 1200 audio features per patient. The results showed 

that the classification model achieved an accuracy of 84.16% and a sensitivity of 95.38%. 
Also, for the identification of depression from audio content, the emotional state at the 

vocal data level was analyzed. The results showed a performance 67% higher than that of 

previous systems [26]. The analyzed audio characteristics were frequency and speech 

patterns. The model is superior due to the reduction of external noise. In this way, the 

margin of error that appeared in previous systems is reduced. The study [27] proposes a 

multimodal model that analyzes audio and text data. The results obtained from the tests 

reach an F1 score of 95.80% in depression detection.  

The study [28] proposes an approach to identifying depression in elderly individuals 

through motion sensors. The research was conducted on a small group of people aged 65 

and older. The monitoring period was about 6 months. The study employed Wi-Fi sensor 

monitoring. The ML model achieved an accuracy of 87.5%. The features on which the 

model was trained were sleep duration and the frequency of sleep interruptions. 

In the oil and gas industry, ML algorithms are used to detect anomalies and defects in 

pipelines [29], [30] and to predict their corrosion [31], [32]. Models based on RF or 

XGBoost demonstrate the possibility of integrating these methods into the oil and gas 

industry, achieving performance metrics that validate their applicability in practice, with 

values such as 97.4% [29]. These approaches are based on processing operational data 

through feature selection and noise elimination. In this context, the software tools used 

influence the performance of ML algorithms through pre-implemented optimization 

procedures in data processing [33]. In this way, integrating ML into the transportation 

infrastructure and monitoring of natural gas represents a future strategy for maintenance 

optimization processes. 

Analyzing the specialized literature, the importance of dataset quality is noted [34]. For 

this, the research focuses on the following research questions (RQs): 
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RQ1: What is the impact of the volume and diversity of data on the performance of ML 

models? 

RQ2: How does data preprocessing (categorical variable encoding, normalization, 

handling missing values) affect the performance of ML models? 

RQ3: Are there significant differences between the performance of models trained on raw 

data and those trained on pre-processed data? 

RQ4: What are the characteristics whose contribution allows for the most accurate 

prediction? 

RQ5: Which ML algorithm offers the best accuracy for the type of problem that includes 

many features? 

The research examines the impact of dataset quality and processing method on the 

performance of ML models. This approach enables an understanding of how factors such 

as dataset volume, feature diversity, pre-processing techniques, and parameter correlation 

impact the generalization capability of ML models. Therefore, the research objectives 

are: 

 Evaluation of the impact of raw data quality on model performance; 

 Analysis of the contribution of features to model performance; 

 Data optimization to facilitate model performance improvement; 

 Identifying an algorithm suitable for the problem modeled through the training 

data. 

A voluminous dataset comprising 7,022 records and 16 features was utilized to achieve 

these objectives. The features demonstrate the importance of each objective through 

models capable of making accurate predictions. The features correspond to the synthesis 

of the parameters analyzed in the previously presented specialized literature, except those 

related to text and voice. 

ML Analyzed Dataset 

The dataset used for comparative training of the models is sourced from the Kaagle 

platform [35]. The original dataset was processed to contain only data relevant to the 

research. Additionally, the values were pre-processed to be suitable for training an ML 

model. Therefore, normalization and outlier exclusion operations, which are used to 

identify anomalies, were applied. This research's dependent variable is the depression 

level (DL). This represents a student's depression level and is classified as an output 

variable (label). The independent variables (features) include information about age (A), 

university course (C), biological gender (G), overall average for study years (CGPA), 

stress level (SL), anxiety score (AS), sleep quality (SQ), physical activity (PA), diet 

quality (DQ), social support (SS), relationship status (RS), substance use (SU), 

counseling service use (CSU), family history of mental health issues (FH), presence of 

chronic illnesses (CI), financial stress (FS), and extracurricular involvement (EI). Figure 

1 presents the conceptual diagram of the relation between features and labels. 

Dividing the features into categories facilitates the understanding of the dataset by 

conducting tests on the contributions of each category in correctly identifying the value 

associated with DS. The categories were established based on the following reasoning: 
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 Demographic characteristics reflect the degree of cognitive deterioration introduced 

by the A-G-FH correlation. These variables influence the overall context of students' 

lives through the predisposition of age and gender to specific forms of degradation 

from academic pressures. For example, younger students may be more vulnerable to 

adapting to the educational environment. On the other hand, upperclassmen cope 

more easily with career-related pressures due to the experience accumulated over the 

years. The range of values for age varies between 18 and 28 years, and gender is coded 

as "Male" and "Female". Students with a family history of mental health issues are 

more likely to develop depression. This is due to genetic or environmental factors 

influencing their mental state. The range of values is quantified by "Yes" or "No"; 

 Academic Performance includes C and CGPA. Feature C reflects the difficulty of the 

studied specialization, with the value range being {"Engineering", "Business", 

"Computer Science", "Medical", "Law", and "Others"}. CGPA is an indicator of 

students' academic performance. Academic performance influences the level of stress, 

anxiety, or personal satisfaction, all of which have an impact on DL. CGPA ranges 

between 2.44 and 4, according to the American grading scale. These values indicate 

that the students included in the dataset have obtained overall averages ranging from 

2.44 (relatively low) to 4.00 (the highest possible, representing excellent 

performance); 

 

Figure 1. The conceptual diagram of the ML Classification algorithms 

 

 The emotional state of mind contains SL and AS. These features are related to the 

emotional state of the students. These factors influence the level of depression because 

stress and anxiety are associated with the development of depression. SL ranges from 

0 to 5, where higher values indicate a higher stress level. The same domain of 

representativeness is also present in the AS factor. 

 Lifestyle features include the main aspects of students' lifestyles. These parameters 

can influence a student's level of depression. The SQ factor tracks sleep quality. Thus, 

a reduced quality of sleep, such as insomnia or sleep fragmentation, is associated with 

a state of mental fog that can lead to long-term depression. The range of values for 

this parameter is {"Good", "Average", or "Poor"}. Similarly, the PA and DQ 

parameters are introduced, as physical activity improves mood, and proper nutrition 
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contributes to overall body well-being. The range of values for PA is {"High", 

"Moderate", or "Low"}, and for DQ, it is {"Good", "Average", or "Poor"}. 

Additionally, students who suffer from chronic illnesses face additional difficulties 

compared to other students. The problems can be physical or psychological and can 

contribute to depression. The range of values for this parameter, CI, is {"Yes", "No"}; 

 Socio-relational features reflect social support and relational status. Students who 

receive social support from friends, family, or colleagues may cope more easily with 

depressive states. On the other hand, difficulties in relationships with others, 

especially at a young age, can promote the onset of depression. The range of values 

for SS is {"Good", "Average", or "Poor"}, and for RS {"Single", "Married", "In a 

Relationship"}; 

 In the end, access to financial resources, the behaviors associated with their use, and 

extracurricular involvement influence students' mental state, which is reflected in the 

value of the DS parameter. Students who cope with stress may feel frustration and 

helplessness, which can lead to depression. On the other hand, students who 

participate in extracurricular activities are engaged in fun activities, which can reduce 

the level of depression. The range of values for FS and EI is {"High", "Moderate", or 

"Low"}. Regarding the state of freedom, students who use psychotropic substances 

are exposed to an imminent risk of depression. The range of values for SU is 

{"Never", "Occasionally", "Frequently"}. On the other hand, students who use 

counseling services manage their stress or anxieties more easily, which reduces their 

level of depression. The range of values for CSU is {"Yes", "No"}. 

The division of features into these categories enables the study of factors that influence 

the level of depression among students within the developed ML models. Each category 

designates a distinct domain of students' lives. The interactions between these domains 

can provide insight into the progression of depression development. For these reasons, 

the methodology for developing the best depression prediction model will include 

multiple analyses, through which the classes that significantly contribute to the correct 

identification of depression among students will be examined. 

A total of 7,022 records were used for training and validation, comprising 80% for 

training (5,617 records) and 20% for validation. The validation stage generates a series 

of metrics that evaluate the model's ability to generalize, meaning to identify the degree 

of depression for value combinations of features it has never seen before. The research 

will answer the RQs by exemplifying the detection of depression among students due to 

the availability of data and the issue of feature selection, which makes the problem type 

under analysis particularly relevant. 

 

MATERIALS AND METHODS 

Predicting the level of depression involves identifying the non-linear relationships 

between the 16 features, which categorizes this problem as an ML classification issue. 

Modeling this problem consists of understanding fundamental concepts, which will be 

illustrated using the issue of depression among students. To answer the four RQs, three 

types of tests were conducted: 
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Test 1: Identifying the best algorithm for modeling the problem of identifying depression 

in students. The methodology involves evaluating seven classification algorithms. These 

algorithms were selected based on their ability to handle different complex datasets [36]: 

 SdcaMaximumEntropy is based on the Stochastic Dual Coordinate Ascent 

(SDCA) method and is optimized for multinomial classification problems. This 

algorithm was chosen due to its ability to process large datasets, even when they 

contain redundant features; 

 LbfgsLogisticRegression This is an improved version of the Logistic Regression 

algorithm. This is one of the fastest classification methods. The One-vs-All (OvA) 

implementation can be extended to multinomial classification problems. This 

extension makes it suitable for the issue of depression classification; 

 FastForestOva originates from FastForest and represents an optimized 

implementation variant of the RF algorithm. This algorithm was analyzed because 

it is considered a benchmark for ML models; 

 FastTreeOva is a classification algorithm based on decision trees, which is part of 

the Gradient Boosting Decision Trees (GBDT) model family; 

 LightGbmMulti is a boosting algorithm based on decision trees. The Multi variant 

refers to the application of this algorithm to multi-class classification problems; 

 LbfgsMaximumEntropyMulti combines the Maximum Entropy model with the 

Limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) optimization 

method for multi-class classification problems; 

 SdcaLogisticRegression OvA combines LR with the SDCA method applied in a 

One-vs-All (OvA) approach for multi-class classification. 

Each algorithm was configured individually and subjected to rigorous tests to evaluate its 

performance in different scenarios. Thus, SdcaMaximumEntropy stands out for handling 

large data volumes, while LbfgsLogisticRegressionOva and FastTreeOva excel in 

processing speed. FastForestOva, on the other hand, boasts a good reputation compared 

to other ML models. 

Test 2: In the second test set, the issue of data pre-processing was raised to achieve better 

accuracy. This pre-processing reflects aspects of data quality. For this, the following 

modifications were made to the data: 

 The records that contained NULL values for one of the features were removed; 

 The issue was raised that ML algorithms work better with numerical data than 

with categorical data. Therefore, the feature values were converted to a numeric 

format using one-hot encoding or label encoding techniques. For example, the 

Gender variable was transformed into a binary variable (0 for male, 1 for female), 

and variables with multiple categories (such as Course) were encoded using one-

hot encoding; 

 Subsequently, the issue of binarizing all features was raised to determine whether 

the algorithms perform better with this approach. 
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Two specific metrics for classification algorithms were used to compare model 

performances: macro-accuracy and micro-accuracy. Macro-accuracy calculates the 

average accuracy for each class, giving equal importance to all classes. This metric is 

useful when the classes are imbalanced (for example, some levels of depression occur 

more frequently than others). Its calculation formula is presented in Eq. (1). Micro-

accuracy treats all instances equally, regardless of their class, and is calculated using Eq. 

(2). This metric helps evaluate the model's overall performance [37]. 

Test 3: The third test aimed to identify the contribution of each parameter within the 

model. For this, the code was run for all 16 features, then they were excluded one by one, 

and then combinations of 2, 3, and partial 4 were generated. The authors resorted to this 

approach because obtaining all combinations would have generated 65535, which would 

have required too much computational effort. 

This research aims to provide a detailed understanding of how data quality and processing 

impact the performance of ML models. Evaluating a large dataset and several ML 

algorithms will identify best practices for building prediction models. The results 

obtained from the tests will address the research questions and provide concrete 

recommendations for optimizing the ML model development process in the context of 

students' mental health. 

 

RESULTS 

The algorithms for performing the tests are pre-implemented through the ML.NET tool, 
but the code is customized for each type of test. The code for each test is written in the 

C# programming language within the Visual Studio development environment. 

Test 1 

Figure 2 presents an example of data from the initial dataset. This figure shows that the 

data were pre-processed in an initial version, as the users' responses correspond to 

restricted value ranges. However, they are considered raw in this research because they 

have not been processed based on additional rules proposed by the authors. This test will 

conduct a comparative analysis between the ML algorithms, and the results obtained for 

micro-accuracy and macro-accuracy will be interpreted. 

 

 

Figure 2. Initial dataset example 

 

The results for the two metrics are presented in Figure 3. LightGBMMulti and L-BFGS 

Maximum Entropy Multi achieved the best results, with values of approximately 21% for 

macro-accuracy. These figures are low for the model to be used in prediction. These 

results reflect the difficulties in managing raw data. The LightGbmMulti and 

FastTreeOva algorithms perform worse than the others because they directly depend on 

the data's quality. Therefore, the next step is to optimize the data and reevaluate the model 

to achieve predictions that can be generalized. 
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In the following, the issue of improving the data used in training is addressed. A first idea 

considers categorical features, such as C or RS. A problem arises with their numerical 

encoding. Two pre-processing types will be performed in Test 2 to improve the results. 

 

Figure 3. Test 1 - comparative results of multiple ML algorithms 

 

Test 2 

In Test 2, the issue of data preprocessing and the strategies used to improve prediction 

are addressed. Test 2 contains two subtasks labeled Test 2A and Test 2B. 

In Test 2A, categorical features were numerically encoded using a systematic approach. 

For feature C, numerical encoding was used: Business = 1, Computer Science = 2, etc. 

Other categorical variables, such as G, SQ, PA, etc., are transformed into corresponding 

numerical values, as shown in Figure 4. This approach enables the analysis of evaluation 

metrics for ML models on numerical data. In this way, it can be determined whether this 

pre-processing proposal improves the metrics compared to the dataset used in Test 1. 

 

 

Figure 4. The second processed dataset example 

 

The results of Test 2A demonstrate an improvement in model performance compared to 

those of Test 1. The numerical encoding of categorical features had a positive impact on 

macro-accuracy. This suggests that this intermediate data processing contributes to the 

optimization of the models. Figure 5 presents the comparative results of the evaluation 

metrics of the ML algorithms. In this figure, it can be observed that FastForestOva had 

the best results for both micro-accuracy and macro-accuracy. Also, in Figure 5, it can be 

observed that all algorithms achieved results that were approximately 30% higher than in 

Test 1. This performance indicates that ML algorithms handle data complexity more 

effectively after numerical encoding. 
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Figure 5. Test 2A - comparative results of multiple ML algorithms                                                                      

for the second processed dataset 

 

Test 2B binarizes all features according to the rules in the SQL query. In Figure 6, both 

categorical and numerical features can be observed as binarized. Binarization should 

simplify the data. In this way, the model can interpret the data more effectively. At the 

same time, the model may lose detailed information from the initial numerical features. 

For these reasons, it is necessary to test the datasets multiple times in different scenarios 

to identify the sensitivity of the algorithms to data size, representation, and generalization 

capability. 

 

 

Figure 6. Test 2B - comparative results of multiple ML algorithms for the third processed dataset 

 

In test 2B, all features were binarized, transforming them into values of 0 or 1. The 

performance of the algorithms decreased compared to Test 2A, as shown in Figure 7. For 

all algorithms, the macro-accuracy was approximately 0.50, with insignificant variations. 

The FastTreeOva algorithm, the leader in Test 2A, scored only 0.5056 compared to the 

previous test, which reported a macro-accuracy of 0.5805. The explanation is that 

binarization reduces data variability and eliminates subtle class differences. 

Consequently, the models can no longer use complex relationships between numerical 

variables, which were available in test 2A. Moreover, if the classes are imbalanced, 

binarization can exacerbate the discrepancies, which affects macro-accuracy. 

Test 2 shows that numerical encoding of categorical features is more efficient than 

complete binarization. This is explained by numerical encoding, which retains more 

helpful information and leads to better training. 
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Figure 7. Test 2B - comparative results of multiple ML algorithms                                                                        

for the third processed dataset 

 

Test 3 

The third test aims to evaluate the contribution of each parameter within the model. For 

this purpose, a systematic evaluation was conducted, initially running the model with all 

16 features included. Subsequently, the features were excluded individually, and various 

combinations of 2, 3, and partially 4 features were tested. The limitation on the number 

of partial tests for combinations of 4 is motivated by the computational effort required to 

evaluate all possible feature combinations. Moreover, generating 65,535 distinct 

configurations would have required high computational effort and execution time. 

To evaluate the impact of different feature subsets on model performance, macro-

accuracy, and micro-accuracy metrics were calculated for each configuration. The results 

presented in Figure 8 demonstrate that as the number of features increases from 1 to 4, 

both macro-accuracy and micro-accuracy exhibit subtle variations. For example, when 

only a single feature was used, the macro-accuracy was 0.6648, and the micro-accuracy 

reached a value of 0.6901. The macro-accuracy improved as additional features were 

added, reaching 0.6745 with 4 features. However, the micro-accuracy decreased to 0.6886 

under the same conditions. 

This behavior suggests that although increasing the number of features generally 

improves the model's ability to generalize across all classes (as reflected by macro-

accuracy), it may also introduce complexities that slightly reduce the overall prediction 

accuracy (as indicated by micro-accuracy). The results highlight the importance of 

carefully selecting feature subsets to strike a balance between model complexity.  

Test 3 highlighted the importance of identifying contributing features and graphically 

illustrated the contribution of feature selection. This perspective has significant 

implications for optimizing ML models. 
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Figure 8. The impact of feature selection combination on macro-Accuracy                                                              

and micro-Accuracy analysis 

 

CONCLUSIONS 

From the tests conducted in this research, the following answers to the RQs result: 

RQ1: The volume of data and the number of features influence the generalization capacity 

of ML models. Thus, the models will have better accuracy if the modeled problem pre-

processes the data. If the data is not sufficiently processed, it leads to poor performance 

for multiple reasons. For example, algorithms like FastForestOva and FastTreeOva 

achieved better results on numerically encoded data than raw data. 

RQ2: Numeric encoding of categorical variables improves macro-accuracy (e.g., 

FastForestOva increased from 0.581 to 0.6745). Complete binarization reduced accuracy. 

From these tests, the importance of aligning the data with the modeled issue is deduced. 

RQ3: Models trained on raw data performed approximately 20%, while data 

preprocessing (numerical encoding or partial binarization) increased macro-accuracy to 

67%. 

RQ4: The analysis conducted on subsets of features showed that gradually adding 

relevant features (up to 4) improved the macro-accuracy from 0.6648 to 0.6745. 

Additionally, the micro-accuracy improved from 0.6901 to 0.6886. 

RQ5: The FastForestOva and FastTreeOva algorithms generated the best performance on 

both numerically encoded data and feature subsets. FastForestOva achieved a macro-

accuracy of 67.45%. 

The results obtained in this study can be extended to applications in the oil and gas sector 

by integrating software products that perform predictive analysis of operational safety. 

For example, ML models can be trained on historical data to anticipate the formation of 

cracks in the welded joints of pipelines. The direct consequence aims to prevent accidents 

and optimize processes related to maintenance programs.  
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The study highlights the importance of data preprocessing and feature selection in the 

model training stage, regardless of the nature of the fields in which they are applied. 

Future research will contribute to the development of applications in the oil and gas 

sector, and an initial article will review the works in the specialized literature that have 

contributed to this field through proposals of algorithms that integrate ML. 

In conclusion, the research underscores the importance of data preprocessing and feature 

selection in improving the performance of ML models. The authors emphasize the 

necessity of correlating the pre-processing with the specifics of the problem. 

Additionally, identifying the algorithm with the best performance is also achieved by 

explicitly writing tests that allow for a comparative evaluation of their quality metrics. 

Although the results obtained for the models' performance are low, which renders the 

model unusable in practice, the dataset enabled the implementation of all tests that 

demonstrate the objectives set by the authors in this research. 
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